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ABSTRACT 
Artificial intelligence (AI) is becoming increasingly 
integrated in user-facing technology, but public 
understanding of these technologies is often limited. There is 
a need for additional HCI research investigating a) what 
competencies users need in order to effectively interact with 
and critically evaluate AI and b) how to design learner-
centered AI technologies that foster increased user 
understanding of AI. This paper takes a step towards 
realizing both of these goals by providing a concrete 
definition of AI literacy based on existing research. We 
synthesize a variety of interdisciplinary literature into a set 
of core competencies of AI literacy and suggest several 
design considerations to support AI developers and 
educators in creating learner-centered AI. These 
competencies and design considerations are organized in a 
conceptual framework thematically derived from the 
literature. This paper’s contributions can be used to start a 
conversation about and guide future research on AI literacy 
within the HCI community. 
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INTRODUCTION 
Artificial intelligence is becoming increasingly integrated in 
user-facing technologies. However, algorithms on common 
platforms can be opaque to users, who often do not recognize 
they are interacting with AI [10,54,55]. These 
misconceptions can limit people’s ability to effectively use, 
collaborate with, and act as critical consumers of AI [57]. 
Widely held misconceptions about AI can also lead to 
misdirected regulatory action [124] and public letdown if 
expectations for development are not met [57].  

Design and education both play a role in contributing to 
public misunderstandings about AI. Black-box algorithms 
(i.e. algorithms with obscured inner-workings) can cause 
misunderstandings about AI [55]. On the other hand—even 
with more transparent technologies—a lack of technical 
knowledge on the part of the user can lead to misconceptions 
[25]. There is a clear need for a better understanding of this 
space from the perspectives of both learners and designers. 

Researchers in the HCI community have begun to address 
public misconceptions of AI by investigating how people 
make sense of AI (e.g. [46]) and exploring how to design 
more understandable technology (e.g. [67]). However, there 
is a need for additional research investigating what new 
competencies will be necessary in a future in which AI 
transforms the way that we communicate, work, and live 
with each other and with machines. We refer to this set of 
competencies as AI literacy. 

Emerging research is exploring how to foster AI literacy in 
audiences without technical backgrounds. Within the past 
year, companies have pursued initiatives to broaden AI 
education to underrepresented audiences in an effort to 
increase workforce diversity [5,148], educators have 
published guides on how to incorporate AI into K-12 
curricula [145], and researchers are exploring how to engage 
young learners in creative programming activities involving 
AI [45,79,132,146,149]. The “AI for K12” working group is 
currently developing a set of standards for K-12 classrooms 
to determine what each grade band should know about AI 
[130]. The group has also identified five “big ideas” of AI to 
guide the standards development: 1) “Computers perceive 
the world using sensors”; 2) “Agents maintain 
models/representations of the world and use them for 
reasoning”; 3) “Computers can learn from data”; 4) “Making 
agents interact with humans is a substantial challenge for AI 
developers”; and 5) “AI applications can impact society in 
both positive and negative ways” [130].  

The five “big ideas” of AI provide a strong foundation for 
future research on fostering AI literacy. However, most of 
the research on AI education for non-technical learners has 
just been published within the last year. In contrast, AI as a 
field has been active since the 1950s, and there is a variety 
of existing research (scattered across disciplines and venues) 
that could contribute to understanding what competencies 
should be included in a definition of AI literacy and how to 
better design educational experiences that foster AI literacy. 
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We engaged in an exploratory review of literature with the 
goal of distilling key ideas from various fields that could 
inform our understanding of how learners make sense of AI. 
We organize these key ideas in a conceptual framework that 
we thematically derived from the literature. The main 
contributions of this paper are a concrete definition of AI 
literacy and a related set of competencies and design 
considerations. This framework is not intended to be an 
exhaustive summary of the literature; rather, it is a set of key 
ideas/provocations we distilled from the literature that can 
serve as inspiration and initial guidelines for the design of 
future learning experiences centered on AI literacy. We 
present this framework as the start of a conversation, with the 
expectation that it will shift, grow, and spark debate in the 
future as more research is conducted in the field. 

The next section of this paper presents a definition of AI 
literacy in the context of a broader discussion of literacy as a 
concept and how it has been applied in various related 
disciplines. We then present a conceptual framework—
consisting of AI literacy competencies and design 
considerations—that we derived by conducting a review of a 
variety of interdisciplinary research related to AI.  
DEFINING AI LITERACY 
The term literacy as it was originally construed refers to the 
ability to express ourselves and communicate using written 
language. Fostering more widespread literacy has 
historically had political and emancipatory consequences, 
broadening access to knowledge and  the ability for people 
to share and communicate ideas [61]. The notion of literacy 
has more recently been applied to defining skill sets in a 
variety of disciplines that have the same potential to enable 
expression, communication, and access to knowledge. Some 
examples include digital literacy (i.e. competencies needed 
to use computational devices [14]), computational literacy 
(i.e. the ability to use code to express, explore, and 
communicate ideas [40]), scientific literacy (i.e. “an 
appreciation of the nature, aims, and general limitations of 
science, coupled with some understanding of the more 
important scientific ideas” [86]); and data literacy (i.e. “the 
ability to read, work with, analyze, and argue with data as 
part of a broader process of inquiry into the world” [36]).  

We define AI literacy as a set of competencies that enables 
individuals to critically evaluate AI technologies; 
communicate and collaborate effectively with AI; and use AI 
as a tool online, at home, and in the workplace. The 
competencies and design considerations outlined in the 
remainder of this paper provide a more specific 
understanding of the contents of this skillset.  

AI literacy is clearly related to other previously defined 
literacies in related fields. We see these relationships 
manifesting in several ways. Digital literacy is a prerequisite 
for AI literacy, as individuals need to understand how to use 
computers to make sense of AI. Computational literacy, 
however, is not necessarily a prerequisite for AI literacy. 
Understanding how to program can inform and aid in making 

sense of AI and is certainly necessary for AI developers. 
However, programming can also be a major barrier to entry 
for learners, and we argue that most individuals interacting 
with AI in their daily lives will not need to know how to 
program it. In this paper we define a set of skills that can aid 
in understanding AI that do not require learners to know how 
to write code. Scientific literacy can similarly inform AI 
literacy (particularly understanding machine learning 
practices [117]) but is not a required prerequisite. Finally, 
data literacy is closely related to the AI subfield of machine 
learning, and therefore certain data literacy competencies 
overlap with AI literacy competencies defined in this paper. 
METHODOLOGY 
We conducted an exploratory review of interdisciplinary 
literature in order to define a) a detailed set of AI literacy 
competencies for learners and b) design considerations for 
developers of learner-centered AI. Due to the limited amount 
of existing peer-reviewed literature on AI education and the 
variety of research in related fields that can inform AI 
education, we did not conduct a traditional systematic 
literature review. Our methods were instead more closely 
aligned with an approach called scoping studies, which  

aim to map rapidly the key concepts underpinning a 
research area and the main sources and types of evidence 
available...especially where an area is complex or has 
not been reviewed comprehensively before [9].  

In scoping studies, researchers do not place “strict limitations 
on search terms, identification of relevant studies, or study 
selection at the outset” and “the process is not linear but 
iterative” [9]. The goal of a scoping study is typically to 
identify all relevant literature “regardless of study design” as 
well as to identify gaps in the literature [9].  

Our review was guided by two key research questions: 1) 
What do AI experts think non-technical learners should 
know about AI? and 2) What existing perceptions and 
misconceptions do non-technical learners have when 
interacting with AI?. The literature we reviewed in response 
to these two questions included 150 documents (Table 1). 
The first author conducted the literature review, consulting 
the second author for feedback and relevant expertise. 

Year published Venue Type 

Before 2000 8 Conference papers 53 

2000 - 2009 43 Journal papers 38 

2010 - 2017 55 Books 15 

2018 - 2019 44 Other grey literature 44 

Table 1: Breakdown of papers reviewed by year and venue type 

We began our literature review by searching for papers 
related to AI education by closely following updates on the 
AI4K12 mailing list and reading papers by researchers 
currently active in the field, searching the proceedings of the 



2008 AAAI AI Education Colloquium and proceedings of 
several post-2016 conferences including AAAI, AI Ed, CHI, 
and IDC; and searching Google Scholar and the ACM digital 
library. Search terms used were iteratively revised and 
included: “AI education”, “learning about AI”, “teaching 
AI”, “AI literacy”, “ML literacy”, “understanding ML” 
“understanding AI”, “AI for K-12”, “AI university”, “AI 
courses”, “AI school”, “AI informal learning”. We also 
searched for papers related to using robotics for AI—not 
CS—education. We focused on reviewing papers on AI 
education for non-technical learners, although we reviewed 
several papers on university courses. After identifying an 
initial set of papers, we reviewed the reference lists to find 
additional literature. This entire search yielded 18 papers and 
8 projects related to AI education for non-technical learners 
and 14 papers on AI education for CS undergraduates.  

Since our initial search revealed only a few recent papers on 
the topic of AI education for non-technical learners, we 
expanded our search to related fields and “grey literature” 
(i.e. literature that is not peer-reviewed). We examined 14 
public syllabi from accredited universities in the USA for 
classes related to artificial intelligence (4), machine learning 
(6), cognitive science (2), and robotics (2). We looked at the 
contents of popular AI textbooks (3), seminal writings in AI 
research (10), papers related to AI ethics (22) and 
explainable AI (10), and polls on public perceptions of AI 
(9). We also explored peer-reviewed literature on 
perceptions of AI (23) by searching for papers with terms 
such as “perceptions of AI”, “misconceptions AI”, “AI in the 
home”, “interactions with AI”, “AI in media”. Finally, we 
reviewed select survey-style papers on related forms of 
literacy (e.g. digital, data, scientific literacy) (6), and looked 
at papers on CS education (13) relating to the AI education 
literature to see if there was support for these findings in a 
more established field. 

We thoroughly read papers focused on AI education for 
learners without technical backgrounds. We read the 
abstracts and skimmed the contents of papers focused on AI 
education for experts. We also thoroughly read grey 
literature on AI education and perceptions of AI as well as 
the select papers from related fields. In a running document, 
we listed key ideas from each paper and grouped them based 
on similarity, drawing connections between the literature. 
We distilled competencies and design principles from this 
list by asking three questions: 1) does this reflect our 
definition of AI literacy?; 2) is this supported by numerous 
sources in the literature?; and 3) is this a useful guideline for 
designers and educators?. We then sorted the design 
considerations and competencies into thematic groups.  
CONCEPTUAL FRAMEWORK 
Our literature review resulted in a conceptual framework 
composed of five different overarching themes, which we 
frame as questions about AI: What is AI?; What can AI do?; 
How does AI work?; How should AI be used?; and How do 
people perceive AI?. These themes provide the structure for 

the remainder of the paper—for each theme, we include a set 
of competencies and design considerations. After each 
competency, we list supporting references.  
What Is AI? 
Defining what AI is can be confusing even for experts 
[116,124], as the term has evolved over the course of many 
years. Figuring out what AI is can be even more complex for 
individuals without a technical background, as AI is often 
overblown and conflated with other areas of computing in 
popular media. Many people think that AI is synonymous 
with robotics [57,138,145], and artifacts that do not achieve 
human-level intelligence are often discounted as being “not 
AI” (a phenomena referred to as the superhuman human 
fallacy [18]). AI is also often obscured on commonly used 
platforms—as a result, many users do not realize when they 
are interacting with AI [10,54,55,73]. The ability to 
recognize AI (Competency 1 (Recognizing AI)) is a critical 
skill necessary for informed interactions with AI. 

Established definitions of AI can aid learners in 
understanding what AI is. Nilsson defines AI as “that activity 
devoted to making machines intelligent…[where] 
intelligence is that quality that enables an entity to function 
appropriately and with foresight in its environment” [100]. 
However, Schank notes that definitions of intelligence can 
differ depending on the researcher and their approach to 
understanding AI [116]. He suggests that there are two main 
goals to AI research—to “build an intelligent machine” and 
to “find out about the nature of intelligence” [116]. He then 
proposes a set of traits that comprise general “intelligence”—
communication, world knowledge, internal knowledge, 
intentionality, and creativity—emphasizing that the ability to 
learn is the most critical component of intelligence [116].  

Brooks provides a contrasting definition, taking a bottom-up 
approach to understanding intelligence [21]. He suggests that 
developing human-level intelligence is too lofty a goal, and 
instead we should focus on understanding intelligence 
incrementally, starting with simple levels of intelligence (e.g. 
that of an insect). Brooks argues that by excluding tasks such 
as perception and motor response and conducting 
experiments in controlled environments, AI researchers are 
abstracting away the most challenging components of 
intelligence [21]. He suggests instead developing 
“completely autonomous mobile agents” that are capable of 
perceiving, acting, and pursuing a set of goals in a dynamic 
environment [21]. These agents would not be capable of 
human-level intelligence at first but would autonomously 
operate in the real world. 

Others have synthesized perspectives on intelligence into 
summative definitions. Russell and Norvig describe 
intelligence in terms of thinking or acting either humanly (i.e. 
based on an empirical understanding of human intelligence) 
or rationally (i.e. based on mathematical principles) [115]. 
Goel and Davies characterize AI as the intersection of three 
disciplines—cognitive systems, robotics, and machine 
learning [64]. These definitions suggests that it is important 



for learners to be able to examine what it means to be 
intelligent (Competency 2 (Understanding Intelligence)). 
Activities like comparing AI devices [69] and AI vs. human 
abilities [145] have been used to promote this understanding. 
Taken in conjunction with recent calls for broadened AI 
curricula [117,145], these definitions of intelligence also 
suggest the importance of understanding that AI is 
interdisciplinary (Competency 3 (Interdisciplinarity)). 

Each one of the three areas of AI has produced “narrow AI”, 
or AI that is intelligent within a particular domain, but 
“general AI”, or AI that rivals human intelligence across 
multiple domains, has yet to be achieved [64]. This 
distinction has implications for understanding AI and its 
capabilities, suggesting Competency 4 (General vs. Narrow). 

Competency 1 (Recognizing AI)  
Distinguish between technological artifacts that use and do not 
use AI. 
Supporting References: [10,18,54,55,57,73,116,124,138,145] 

Competency 2 (Understanding Intelligence) 
Critically analyze and discuss features that make an entity 
“intelligent”, including discussing differences between human, 
animal, and machine intelligence. 
Supporting References: [21,64,69,100,115,116,125] 

Competency 3 (Interdisciplinarity) 
Recognize that there are many ways to think about and develop 
“intelligent” machines. Identify a variety of technologies that use 
AI, including technology spanning cognitive systems, robotics, 
and ML. 
Supporting References: [64,115,117,145] 

Competency 4 (General vs. Narrow) 
Distinguish between general and narrow AI. 
Supporting References: [57,58,64] 

What Can AI Do? 
Consumer polls indicate that people’s trust in AI is heavily 
task-dependent [10,106]. Having accurate knowledge of AI’s 
ability to complete different types of tasks can therefore help 
people to make more informed decisions about how to use 
and when to trust AI. While AI is good at detecting patterns 
in large amounts of data, doing repetitive tasks, and making 
decisions in controlled environments, humans currently 
remain better at most tasks requiring creativity, emotion, 
knowledge transfer, and social interaction. Understanding 
the current capabilities of AI—and that there are still many 
open questions in AI research (the fifth “big idea” of AI 
[130])—can help users in making more informed decisions. 
In addition, individuals will likely be more well-equipped to 
leverage the different capabilities of AI and humans to solve 
problems if they understand AI’s strengths and weaknesses 
(Competency 5 (AI’s Strengths & Weaknesses)). 

AI is rapidly changing and in order to plan for the future, 
make long-term policy decisions, and evaluate potential 
consequences, it is important for individuals to consider not 
just what AI can do in the present, but also what AI could do 
in the future. One way of fostering this skill is by creating 

design fictions (i.e. fictional scenarios about what designed 
artifacts may exist in the future and what effects those 
artifacts will have on the world) [88]. Design fictions have 
been used as a tool for exploring the effects of AI on future 
cities with citizen stakeholders [143], for understanding 
children’s perceptions of AI devices [43], and in K-12 AI 
ethics education [6]. The ability to imagine “future AI” can 
enable individuals to creatively explore novel ideas, consider 
the values inherent in a technology, and critically evaluate 
the long-term effects a technology may have on the world 
(Competency 6 (Imagine Future AI)). 

Competency 5 (AI’s Strengths & Weaknesses) 
Identify problem types that AI excels at and problems that are 
more challenging for AI. Use this information to determine when 
it is appropriate to use AI and when to leverage human skills. 
Supporting References: [10,22,106,124,125,130] 

Competency 6 (Imagine Future AI) 
Imagine possible future applications of AI and consider the 
effects of such applications on the world. 
Supporting References: [6,43,143,145] 

How does AI work? 
Many people self-report that they know little about AI [138]. 
Despite this, people often develop “folk theories” (i.e. 
“informal theories...to perceive and explain how a system 
works”) to explain AI algorithms [55]. These theories, 
whether accurate or not, shape the nature of user interaction 
and experience [55]. A better understanding of how AI works 
can help people to form more accurate mental models of the 
systems they interact with. For this reason and others, most 
existing research on AI education in university and K-12 
environments is focused on communicating how AI works.  

We conducted a review of topics covered in university 
syllabi for ML [26,87,89:229,90,98,123], AI [30,72,78,113], 
cognitive science [63,112], and robotics [12,82] courses by 
writing down a list of all topics covered in the schedules. We 
also listed learning goals outlined in AI education initiatives 
for K-12 audiences [5,45,69,130,142]. Topics ranged from 
high-level concepts (e.g. learning, kinematics, planning) to 
specific implementations (e.g. Bayesian networks, Markov 
models). Most syllabi were targeted at CS majors, and many 
of the K-12 initiatives also required some prerequisite math, 
statistics, or CS knowledge. This level of prerequisite 
knowledge may make such courses and their content 
inaccessible to groups who could benefit from AI literacy, 
such as children interacting with AI in their homes or adults 
using AI in the workplace. For this reason, we focus on the 
higher-level concepts and “epistemological practices” [117] 
in the syllabi rather than on implementation details of 
specific algorithms. We review work spanning all three areas 
of AI—cognitive systems, robotics, and ML. 
Cognitive Systems 
Cognitive systems—or AI systems that are modeled after 
theories about the human mind [64]—are used in a variety of 
application domains, including WordNet, IBM’s Watson, 



expert systems, and cognitive tutors. Most cognitive systems 
syllabi cover topics related to knowledge representations, 
planning, decision-making, problem-solving, and learning.  

Knowledge representations model the world in a way that is 
understandable to a computer [92]. For example, an image is 
represented as a matrix of float values in which each value 
represents the color of a pixel. The average user interacting 
with AI likely does not require an in-depth understanding of 
how to implement knowledge representations (the focus of 
many university courses). However, a conceptual 
understanding of representations (one of the “big ideas” of 
AI [130]) could aid users in understanding how computers 
represent knowledge and in recognizing that some 
knowledge is always lost in a representation of the world [92] 
(Competency 7 (Representations)).  

Cognitive systems use many strategies for planning, decision 
making, problem solving, and learning. Users likely do not 
need to understand all of these strategies in detail, but a high-
level understanding of how computers make decisions can 
aid in interpreting and understanding algorithms [29] 
(Competency 8 (Decision-Making)). Explainable AI (i.e. AI 
that provides the user with explanations of why it delivered 
a particular outcome) is one way of helping users learn about 
agent reasoning. Many of these systems are intended for 
expert users, but recent research has started to use 
explainable AI to aid novices in understanding how AI 
works. Strategies employed in these contexts include 
providing interactive demonstrations and visualizations (e.g. 
[27,65,126,150]), having learners test hypotheses in 
simulation environments (e.g. [48,128]), presenting 
explanations using storytelling techniques (e.g. [50]), and 
providing explanatory debugging capabilities (e.g. [83]). 
These strategies can be utilized when designing learning 
interventions (Design Consideration 1 (Explainability)). 
However, it is important to consider how many components  
of a system to explain. Research has shown that exposing the 
“inner-workings” of too many components can overwhelm 
users [109], whereas too few can inhibit learning [71].  

Competency 7 (Representations) 
Understand what a knowledge representation is and describe 
some examples of knowledge representations. 
Supporting References: [30,72,78,92,113,130] 

Competency 8 (Decision-Making) 
Recognize and describe examples of how computers reason and 
make decisions. 
Supporting References: [29,30,72,78,113] 

Design Consideration 1 (Explainability) 
Consider including graphical visualizations, simulations, 
explanations of agent decision-making processes, or interactive 
demonstrations in order to aid in learners’ understanding of AI. 
Supporting References: [27,43,48,50,65,83,126,128,150] 

Machine Learning 
Machine learning (ML) is an important tool in a wide variety 
of disciplines ranging from social media to healthcare. 

However, little research has explored how to teach ML, 
which arguably has more in common with scientific practice 
in disciplines like chemistry or physics than deterministic 
approaches to AI in cognitive systems and robotics [117].  
Some recent work is beginning to investigate how to teach 
ML to individuals without a CS background (e.g. 
[45,125,145]). Some of these initiatives focus on teaching 
non-experts how to implement ML algorithms; others focus 
on communicating more high-level practices such as data 
gathering and preparation, model selection, training, testing, 
and prediction [117,145] (Competency 9 (ML Steps)). 

Sulmont et al. have begun to explore what misconceptions 
students without a background in CS or statistics have in 
introductory university ML courses [125]. Many students 
assume that computers think like humans and want to make 
connections between human theories of cognition and 
machine learning [125] (supporting Competency 2 
(Understanding Intelligence)). Students are also often 
surprised that ML requires human decision-making and is 
not entirely automated (suggesting Competency 10 (Human 
Role in AI)). Finally, students often have difficulty  
identifying the limits of ML and identifying constraints that 
may make ML unsuitable for solving a particular problem 
(supporting Competency 5 (AI’s Strengths & Weaknesses)).  

Research suggests that one way of dispelling student 
misconceptions about ML is to engage in embodied 
interaction.  Sulmont et al. and others suggest having 
students physically enact algorithms in order to understand 
them in a more concrete way (Design Consideration 2 
(Embodied Interactions)) [45,69,125]. This tactic has also 
been used in CS education [2]. More broadly, embodied 
hands-on experimentation with AI has been used as an 
approach in a variety of AI education initiatives (e.g. [45]), 
including projects in which learners can train ML models to 
analyze their athletic moves and gestures [4,146].  

Research on data literacy education can also inform our 
understanding of how to design ML-related learning 
interventions. Prado and Marzal define a set of competencies 
for data literacy (e.g. the “ability to critically assess data and 
their sources”) [107]. The importance of these competencies 
to understanding ML suggests that knowledge of basic data 
science concepts is a component of AI literacy (Competency 
11 (Data Literacy)). Recognizing when personal data is 
being used to train ML and interpreting the results of 
algorithms in the context of the data they were trained on are 
two particularly relevant data literacy issues for AI. Research 
suggests that it is important for learners to understand that 
computers learn from their data [68,130] (Competency 12 
(Learning from Data)) and that learners should be able to 
critically examine data with “skepticism and interpretation” 
[68] (Competency 13 (Critically Interpreting Data)). 

A variety of tactics can be used to promote critical 
engagement with data and ML. Hautea et al. suggest having 
young learners creatively engage with data that is collected 
about them online [68]. D’Ignazio and Sulmont et al. 



encourage educators to carefully select the datasets they use 
in class, favoring datasets that are low-dimensional when 
initially introducing concepts [125]; datasets that are 
“messy” (i.e. not cleaned and neatly categorizable) when 
demonstrating issues of bias [36]; and incorporating 
personally relevant datasets that learners can easily relate to 
and understand [36]. Finally, D’Ignazio suggests writing 
“data biographies” (i.e. contextual explanations of datasets 
and their origins) as a way of helping learners better 
understand the limitations and origins of data [36] (Design 
Consideration 3 (Contextualizing Data)).  

Competency 9 (ML Steps) 
Understand the steps involved in machine learning and the 
practices and challenges that each step entails. 
Supporting References: [45,117,125,145] 

Competency 10 (Human Role in AI) 
Recognize that humans play an important role in programming, 
choosing models, and fine-tuning AI systems. 
Supporting References: [22,125] 

Competency 11 (Data Literacy) 
Understand basic data literacy concepts such as those outlined in 
[107]. 
Supporting References: [36,68,107] 

Competency 12 (Learning from Data) 
Recognize that computers often learn from data (including one’s 
own data). 
Supporting References: [36,68,107,130] 

Competency 13 (Critically Interpreting Data) 
Understand that data cannot be taken at face-value and requires 
interpretation. Describe how the training examples provided in 
an initial dataset can affect the results of an algorithm. 
Supporting References: [6,36,68,107,130,145] 

Design Consideration 2 (Embodied Interactions) 
Consider designing interventions in which individuals can put 
themselves “in the agent’s shoes” [45] as a way of making sense 
of the agent’s reasoning process. This may involve embodied 
simulations of algorithms and/or hands-on physical 
experimentation with AI technology.  

Supporting References: [2,45,46,69,71,76,103,125] 

Design Consideration 3 (Contextualizing Data) 
Encourage learners to investigate who created the dataset, how 
the data was collected, and what the limitations of the dataset 
are. This may involve choosing datasets that are relevant to 
learners’ lives, are low-dimensional, and are “messy” (i.e. not 
cleaned or neatly categorizable). 
Supporting References: [36,68,107,125,130] 

Robotics 
The third branch of AI is robotics, or AI systems that can 
physically act on and react to the world. Most existing 
research on robotics education uses robotics as a context to 
teach design thinking [77,94] mathematics [77,131], physics  
[77], computational thinking [42,66,131], or software 
engineering [131]. Some research explores how to use 
robotics to teach AI concepts such as: sensors and integrating 

sensing, perception, and action [94,115]; representations that 
are used to localize and guide robot movement [42,131]; 
decision making, search, and planning algorithms necessary 
to plan robot action [81,84,105,131]; using ML (especially 
vision) to make sense of sensorial input [114,131,132]; 
understanding reactive control [115]; and using effectors and 
kinematic trees to control a robot’s body [115,131].  

Many of the AI-related competencies from robotics overlap 
with ML and cognitive systems. However, concepts such as 
reactive control and understanding perception and action 
sensors are specific to robotics. Understanding that AI agents 
can physically act on and react to the world is an important 
prerequisite for understanding robotics (Competency 14 
(Action & Reaction)). Learning about sensors and their 
capabilities (one of the “big ideas” of AI [130]) can also aid 
in understanding how AI devices gather data and interface 
with the world (Competency 15 (Sensors)).  

Competency 14 (Action & Reaction) 
Understand that some AI systems have the ability to physically 
act on the world. This action can be directed by higher-level 
reasoning (e.g. walking along a planned path) or it can be 
reactive (e.g. jumping backwards to avoid a sensed obstacle). 

Supporting References: [42,115,131] 

Competency 15 (Sensors) 
Understand what sensors are, recognize that computers perceive 
the world using sensors, and identify sensors on a variety of 
devices. Recognize that different sensors support different types 
of representation and reasoning about the world. 
Supporting References: [94,114,115,131,132] 

How Should AI Be Used? 
There are many ethical questions surrounding how AI should 
be used, and there has been growing concern surrounding 
issues such as AI’s effect on the job market [57], bias and 
discrimination in AI [7,24,99], and AI-related data privacy 
scandals [119]. It is clear that “AI applications can impact 
society in both positive and negative ways” (the fifth “big 
idea” of AI) [130]. Recent educator-led initiatives are 
developing curricula for AI ethics education for non-
technical learners [6,145]. Below, we list key ethical issues 
surrounding AI based on these initiatives, textbooks related 
to technology and ethics [8,108], and a review of the papers 
presented at the Fairness, Accountability, and Transparency 
in ML conference since 2016.  

Privacy/surveillance: The amount of personal data that is 
collected, stored, and analyzed in order for many AI systems 
to function has raised concerns about user privacy [119], 
government surveillance [56], and data security [35]. 

Employment: Advances in automation have reduced the need 
for human workers while also increasing productivity, an 
issue that has generated concern long before AI [11]. 
However, advancements in AI have heightened concerns 
about technology replacing the human workforce [75,144].  

Misinformation: The spread of misinformation and “fake 



news” has been exacerbated by AI algorithms on social 
media and search engines that promote “clickbait” articles 
and create “filter bubbles” [104]. 

Singularity/concern about harm to people: The idea of “the 
singularity”—or the time when machine intelligence 
surpasses human intelligence [85]—has been popularized in 
science fiction, and many have concerns about AI 
intentionally causing harm to people [13,144]. 

Ethical decision making: Most computing ethics syllabi and 
textbooks emphasize that embedding ethical decision-
making strategies in technical systems is a challenging 
problem [8,108]. Giving decision-making power to AI can 
result in ethical dilemmas such as the trolley problem [129] 
or unexpected results due to AI executing actions that people 
tell it to do rather than doing what people intend it to do (e.g. 
a self-driving car driving at 125 mph because it was told to 
get to the airport “as fast as possible”) [35]. 

Diversity: Diversity in the CS workforce is an issue, and 
gender diversity in AI is no exception—in 2018, 80% of AI 
professors and 71% of applicants to AI-related jobs 
identified as male [122]. Lack of workforce diversity can 
affect who systems are developed for [33]—a significant 
issue in AI, where biased algorithms can have pronounced 
adverse effects on marginalized subgroups [32]. 

Bias/fairness: Most of the papers in the 2018 FAT ML 
conference focused on issues related to algorithmic bias (e.g. 
[118,121]). Algorithmic bias is often directly related to bias 
present in training datasets. Agents in-the-wild are also able 
to learn bias and bigotry from human users [99].  

Transparency: Many AI algorithms (especially in ML) are 
black-box and their functionality (and sometimes even 
existence) can be opaque to users [55]. This can lead to 
deception and misunderstanding. [55]. The ACM recently 
defined seven principles relating to algorithmic transparency 
and accountability as part of its code of ethics, suggesting 
that additional tactics are needed to address issues of 
transparency (e.g. developing explainable AI, testing and 
documenting models, and promoting bias awareness) [3].  

Accountability: A major issue with AI being used to make 
life-altering decisions in areas such as hiring or recidivism is 
that there is often no way to report algorithmic errors [134], 
receive feedback on why decisions were made [51], or hold 
anyone accountable for errors that adversely affect people’s 
lives. The EU’s recent GDPR legislation mandates that “data 
subjects” have the right to challenge decisions made by AI 
and receive an explanation, but this remains challenging in 
practice [52]. 

The current ACM guidelines for undergraduate CS curricula 
include an ethics course in which students learn about ethical 
theories and apply them to evaluate technology, focusing on 
many of the issues described above. Such skills can help both 
computing professionals and everyday users to identify when 
it is appropriate use AI (Competency 16 (Ethics)). 

AI ethics education initiatives use a variety of 
interdisciplinary strategies to communicate key ethical 
concepts, including creating “ethical matrices” to consider 
values of different stakeholders in technology, imagining 
future AI and its implications, reflecting on AI 
representations in popular media and the news, discussing 
and debating key ethical questions, and engaging in 
programming activities that spur learners to critically 
examine algorithms and bias [6,69,93,145]. In informal 
spaces, artists and researchers have created interactive art 
experiences that spur participants to question the 
implications of technologies like facial recognition [34,70].  

Competency 16 (Ethics) 
Identify and describe different perspectives on the key ethical 
issues surrounding AI (i.e. privacy, employment, 
misinformation, the singularity, ethical decision making, 
diversity, bias, transparency, accountability). 
Supporting References: [3,6,8,35,93,108,130,145] 

How Do People Perceive AI? 
It is important to understand existing public conceptions of 
AI in order to develop effective AI literacy interventions that 
build on prior knowledge. The past several sections have 
touched on some of these preconceptions, but this section 
goes into a more in-depth review of research that has focused 
on how humans perceive and make sense of AI.  
Interpreting AI Systems 
Humans understand the actions of other agents using theory 
of mind, or our ability to “explain and predict other people's 
behavior by attributing to them independent mental states, 
such as beliefs and desires” [62]. However, due to the 
differences between AI and human reasoning, theory of mind 
is not always a reliable way of making sense of AI [111]. As 
a result, misconceptions can arise when interpreting 
interactions with intelligent systems. 

Wardrip-Fruin describes three effects “that can arise in the 
relationship between the surface appearance of a digital 
system and its internal operations” [137]. The Eliza effect is 
a misconception that occurs when a system uses simple 
techniques but produces effects that appear complex [137]. 
Humans often attribute much more intelligence to these 
systems than they actually possess. In contrast, the Tale-Spin 
effect refers to a system that has complex internal operations, 
but externally appears “significantly less complex” [137]. 
These effects result from a lack of transparency—often it is 
impossible to discern via interaction how these systems work 
internally. Finally, the SimCity effect refers to “a system that, 
through play, brings the player to an accurate understanding 
of the system’s internal operations” [137].  

Some of these misconceptions may be caused by opaque 
technologies that obscure functionality. The Turing Test, 
which has long been used to assess whether an agent is 
intelligent, is based on the idea that if a computer can fool a 
person into thinking it is human, it can be considered 
intelligent. Miller calls machines that masquerade as humans 



Turing deceptions and suggests that they may be ethically 
problematic [97]. For instance, introducing black-box AI 
decision-making algorithms into popular platforms without 
informing users can lead to concern and apprehension [55]. 
Researchers seeking to foster AI literacy may want to avoid 
misleading tactics like Turing deceptions and black-box 
algorithms [45]. While black-boxing system components can 
minimize cognitive overload [71], it can also lead to issues 
with accountability, bias, and misunderstanding. Balance can 
be achieved by giving users the option to inspect and learn 
about system components, explaining only a few 
components at once, or introducing scaffolding that fades as 
the user learns about the system (Design Consideration 5 
(Unveil Gradually)). It is important to keep in mind that 
many factors affect how humans interpret explanations, 
including the framing of an explanation given by an AI agent 
[31]. Statements that imply agency and intentionality, like “I  
selected this because it seemed like something you would 
enjoy,” typically lead to higher perceptions of intelligence 
than technical statements like “I selected this because it was 
15% more similar to your previous choices than other 
options in the decision space” [31]. 

Mateas further discusses how people make sense of AI, 
highlighting the role that the AI creator plays in mediating 
user interpretations. He describes interpretive affordances, 
or “actionable properties of objects in the world” that support 
“the interpretations an audience makes about the operations 
of an AI system” [95]. Interpretive affordances help users 
make sense of a system’s operations, understand how to 
interact with it, and understand the creator’s intentions. 
Interpretive affordances and other strategies that promote 
transparency can aid in improving user understanding of AI 
(Design Consideration 4 (Promote Transparency)). 

Design Consideration 4 (Promote Transparency) 
Promote transparency in all aspects of AI design (i.e. 
eliminating black-boxed functionality, sharing creator 
intentions and funding/data sources, etc.). This may involve 
improving documentation, incorporating explainable AI 
(Design Consideration 1), contextualizing data (Design 
Consideration 3), and incorporating design features such as 
interpretative affordances or the Sim-City Effect. 
Supporting References: [3,36,41,45,55,67,95,97,111,137] 

Design Consideration 5 (Unveil Gradually) 
To prevent cognitive overload, consider giving users the option 
to inspect and learn about different system components; 
explaining only a few components at once; or introducing 
scaffolding that fades as the user learns more about the system’s 
operations. 
Supporting References: [41,45,71,109] 

Children’s Perceptions of AI 
Most children do not develop theory of mind until they are 
3-5 years old [139], which leads to additional complexities 
in understanding how children make sense of AI. Research 
has also shown that early exposure to technology 
(specifically AI) can shape the way that children think about 

concepts like what it means to be alive or intelligent 
[16,133]. Several studies have examined how children make 
sense of AI systems such as My Friend Kayla [141], AIBO 
[16], and Siri [46]. This section examines children’s 
perceptions of AI and strategies for helping children better 
understand AI. Some of these strategies are child-specific 
and some are more broadly relevant to adult audiences. 

Children’s perceptions of agent intelligence are dependent 
on a variety of factors. Children tend to focus on observable 
characteristics (e.g. success) rather than unobservable ones 
(e.g. strategy) when assessing agent intelligence [47] [59]. 
Age also plays a role in shaping perceptions. Children over 
8 tend to agree with their parent’s assessments of agent 
intelligence, whereas younger children tend to overestimate 
intelligence, often perceiving agents to be smarter than 
themselves [47]. Agent form may also make a difference in 
perceptions of intelligence. Children generally accept that 
robots can be intelligent even though they are not alive and 
do not have brains [16]. However, prior work indicates that 
children think robots are “ontologically different from other 
objects, including computers” [46,80], suggesting that 
children may perceive the intelligence of other types of AI 
differently (though there is little research on this topic). 

Research indicates that children first personify agents and 
then recognize that they are programmable [47,69,80]. This 
recognition is foundational for understanding how AI works 
(Competency 17 (Programmability)), and providing 
opportunities for learners of all ages to program AI can foster 
this understanding (Design Consideration 6 (Opportunities 
to Program). Several recent projects such as Cognimates 
[44], eCraft2Learn [151], and others [4,146,149] enable 
young learners to program AI. However, it is important for 
designers to keep in mind that prerequisite coding skills can 
be a barrier to entry, especially for children who are still 
learning how to read [43,69]. Visual and auditory elements 
[43], fill-in-the-blank code [69], and Parsons problems [53] 
are some techniques that can reduce this barrier. 

Early experiences with technology can improve children’s 
perceptions of agent intelligence [80], and lack of prior 
experience can inhibit children’s ability to accurately assess 
what types of problems a computer can solve [135]. The 
influence of factors such as cognitive development, age, and 
prior experience on perceptions of intelligence should be 
taken into consideration when designing learning 
interventions (Design Consideration 7 (Milestones)). 

Children often attribute socio-emotional characteristics to AI 
agents—more so than adults [46]. This is not affected by 
whether or not children believe the agent is alive [16]. 
Children have a tendency to personify agents and treat them 
like humans [46,69,127], and generally perceive agents as 
being both friendly and trustworthy [46,141]. This suggests 
that children may overestimate agent capabilities and put a 
lot of trust in agents. Design Consideration 8 (Critical 
Thinking) suggests encouraging all learners—but 
particularly children—to critically examine AI. 



Both adult and child perceptions of intelligence and socio-
emotional characteristics to AI agents may be affected by 
cultural upbringing and geographic location [10,45,138]. 
This suggests the importance of keeping learners’ identities 
and backgrounds in mind (Design Consideration 9 (Identity, 
Values, & Backgrounds)). Making AI literacy interventions 
culturally relevant may also have the added benefit of 
increasing learner interest in AI—research on CS education 
has found that learning interventions centered around 
cultural values and personal identities are particularly 
effective, especially for underrepresented groups [38,49].  

Research suggests that social interaction plays an important 
role in AI learning. Families often learn about AI together, 
but parents make fewer efforts to aid their children when they 
are simultaneously trying to learn about novel technologies 
[15]. Providing scaffolding for parents can aid them in 
supporting their children’s learning [60] (Design 
Consideration 10 (Support for Parents)). Research has also 
shown that peer collaboration can be motivating, particularly 
for underrepresented learners [23,74,91,110,140] (Design 
Consideration 11 (Social Interaction)).  

Children tend to prefer interacting with embodied agents that 
have social communication abilities [46,76]. Research 
suggests that social, embodied agents promote collaboration, 
conversation, and joyful interactions more than other styles 
of agents [76]. They can also foster learning about AI 
research on emotional intelligence [120]. Both adults and 
children also associate more socio-emotional qualities with 
agents that have faces [39,46]. This indicates that such agents 
are well-suited for designing engaging learning experiences. 
However, AI systems we interact with daily are often not 
social or embodied. A balance needs to be struck between 
fostering engaging interactions and providing exposure to a 
variety of forms of AI. This could involve designing social, 
embodied learning experiences around more common AI 
systems (Design Consideration 11 (Social Interaction), 
Design Consideration 2 (Embodied Interactions)). 

Building on prior knowledge and interests can also 
contribute to engaging learning experiences [19]. Research 
in CS and AI education has shown that leveraging learners’ 
interests in areas like music [91], games [37,96,136,147], or 
sports [146] can encourage learning, particularly in 
underrepresented groups (Design Consideration 12 
(Leverage Learners’ Interests)). Recent research is 
investigating children’s interests in AI. When asked to 
imagine future AI, kids drew robots, animals, and “things 
that can play games” [43]. Many wanted AI to do things for 
them that they did not want to do (e.g. chores). Other desired 
abilities included conversing and school tasks [43].  

Competency 17 (Programmability) 
Understand that agents are programmable. 
Supporting References: [45,47,79,80] 

 

Design Consideration 6 (Opportunities to Program) 
Consider providing ways for individuals to program and/or 
teach AI agents. Keep coding skill prerequisites to a minimum 
by focusing on visual/auditory elements and/or incorporating 
strategies like Parsons problems and fill-in-the-blank code. 
Supporting References: [43,45,47,53,69,79,80] 

Design Consideration 7 (Milestones) 
Consider how developmental milestones (e.g. theory of mind 
development), age, and prior experience with technology affect 
perceptions of AI—particularly when designing for children. 
Supporting References: [80,135,139] 

Design Consideration 8 (Critical Thinking) 
Encourage learners—and especially young learners—to be 
critical consumers of AI technologies by questioning their 
intelligence and trustworthiness.  
Supporting References: [16,46,69,127,141] 

Design Consideration 9 (Identity, Values, & Backgrounds) 
Consider how learners’ identities, values, and backgrounds 
affect their interest in and preconceptions of AI. Learning 
interventions that incorporate personal identity or cultural 
values may encourage learner interest and motivation. 
Supporting References: [10,17,38,45,49,138] 

Design Consideration 10 (Support for Parents) 
When designing for families, consider providing support to aid 
parents in scaffolding their children’s AI learning experiences. 
Supporting References: [15,60] 

Design Consideration 11 (Social Interaction) 
Consider designing AI learning experiences that foster social 
interaction and collaboration. 
Supporting References: [23,39,46,74,76,91,110,120,140] 

Design Consideration 12 (Leverage Learners’ Interests) 
Consider leveraging learners’ interests (e.g. current issues, 
everyday experiences, or common pastimes like games or 
music) when designing AI literacy interventions. 
Supporting References: [19,37,43,91,96,136,146,147] 

Perceptions of AI in Popular Media 
The previous sections have addressed how people perceive 
specific AI systems. This section reviews research 
addressing how the public perceives AI more broadly. 
Representations of AI in news coverage and popular media 
both affect and reflect public perceptions about AI [138]. In 
this section we review public poll data, meta-analyses of 
news coverage, and representations of AI in other media. 

A meta-analysis of New York Times articles has revealed 
numerous trends in AI-related coverage [57]. Coverage 
related to AI has generally increased over time, with the 
exception of the AI “winter” beginning in 1987 and a spike 
in coverage after 2009 [57]. The sentiment of discussion 
about AI has become more optimistic over time, although 
coverage of certain issues has become pessimistic recently 
(e.g. impact on work, loss of control of AI, ethical concerns) 
[57]. Polls have also found that there is a significant amount 
of public concern related to these issues [1,13,75,138]. There 
are notable gender and age differences in opinions about the  



Design Consideration 13 (Acknowledging Preconceptions) 
Acknowledge that learners may have politicized/sensationalized 
preconceptions of AI from popular media and consider how to 
address, use, and expand on these ideas in learning interventions. 
Supporting References: [20,57,58,101,138] 

Design Consideration 14 (New Perspectives) 
Consider introducing perspectives in learning interventions that 
are not as well-represented in popular media (e.g. less-publicized 
AI subfields, balanced discussion of the dangers/benefits of AI). 
Supporting References: [20,57,58,101,138] 

development of AI—men and younger audiences tend to be 
more optimistic about AI development than women and 
older age groups [1,138]. Keywords associated with AI in 
news coverage have also transformed over time. Some 
keywords like “robot” were consistently associated with AI 
across the entire timeline, but others showed shifts in public 
concern—for instance, space weapons was a keyword 
commonly associated with AI in 1986; search engines in 
2006; and driverless vehicles in 2016. Drawing on current 
public concerns is a way of leveraging learners’ interests 
(Design Consideration 12 (Leverage Learners’ Interests)).  

Another meta-analysis found that recent news coverage on 
AI in the UK has been heavily dominated by industry, with 
60% of ~760 articles focusing on industry products, and 12% 
of articles mentioning Elon Musk specifically [20]. The same 
analysis also found that AI issues are becoming politicized 
in the media—right-leaning outlets tend to highlight “issues 
of economics and geopolitics”, whereas left-leaning outlets 
focus on “issues of ethics of AI” [20]. This suggests Design 
Consideration 13 (Acknowledging Preconceptions). 

Other media such as television, movies, and science fiction 
can also have effects on perceptions of AI [28,101,138]. 
Many representations of AI in media are dystopian in nature, 
in which AI rebels against humanity (e.g. the Terminator 
film series) [58]. In other representations, humans are 
dominant but the way in which they treat AI is ethically 
problematic (e.g. A.I.). In some instances, AI appears in a 
benevolent form as a non-central character in a plot about a 
futuristic universe (e.g. droids in Star Wars). AI is most 
frequently represented in the form of a robot in popular 
media, and is generally shown as either a mindless killing 
machine, a complex device (e.g. Rosie the Robot in The 
Jetsons), or as a being with human-level intelligence [58]. AI 
in media are often treated as equivalents to human 
protagonists, with their own set of motivations, emotions, 
and problems (e.g. Wall-E, Her). Since AI is often 
represented as having human-level intelligence (which has 
not yet been approached in contemporary AI research), it is 
important for learners to be able to distinguish between AI’s 
abilities in media vs. real life (Competency 5 (AI’s Strengths 
& Weaknesses)). In addition, since media highlights certain 
types of AI while obscuring others, it is important for 
educators to share perspectives on AI that may be less well-
represented (Design Consideration 14 (New Perspectives)).  

Perceptions about Learning AI 
Perceptions about AI can affect who seeks out opportunities 
to learn about AI. High school students who are not 
interested in studying CS often cite reasons such as the field 
being particularly demanding, a lack of prior exposure to the 
subject, and the perception of computers as “mechanical”  or 
“cold”, in contrast to more human-centered professions 
[102]. These perceptions likely also apply to the subfield of 
AI. Recent research focused on understanding student 
misconceptions in ML courses has highlighted some 
additional preconceptions students often hold: 1) believing 
ML is important, particularly for the job market; 2) hearing 
of ML through popular, often sensationalized, media; and 3) 
believing that implementing ML is not accessible without 
having a background in CS/math [125]. Math in particular is 
a barrier—students repeatedly self-identify as not able to do 
math in introductory ML classes [125]. These findings 
suggest the importance of lowering barriers to entry in AI 
education (Design Consideration 15 (Low Barrier to Entry)). 

Gender may also play a role in shaping perceptions about 
learning AI. Research has shown that men are much more 
likely than women to tinker with and program in-home AI 
devices and that, compared with women, men perceive their 
tinkering to be more successful [17]. These differences may 
be a result of perceptions of perceived usefulness of tinkering 
as an activity—again suggesting the importance of 
considering learner interests and identity (Design 
Consideration 12 (Leverage Learners’ Interests), Design 
Consideration 9 (Identity, Values, & Backgrounds)). 

Design Consideration 15 (Low Barrier to Entry) 
Consider how to communicate AI concepts to learners without 
extensive backgrounds in math or CS (e.g. reducing required 
prerequisite knowledge/skills, relating AI to prior knowledge, 
addressing learner insecurities about math/CS ability). 
Supporting References: [102,125] 

CONCLUSION AND FUTURE WORK 
This paper provides an operational definition of AI literacy. 
In addition, it distills a set of AI literacy competencies and 
design considerations from a survey of interdisciplinary 
literature. It is important to keep in mind that research on AI 
education is still in its nascent stages. Much of the work we 
cite was just published in the last two years, and there is still 
a need for more empirical research in order to build a robust 
and accurate understanding of what existing preconceptions 
non-programmers have about AI and what the best practices 
are for teaching AI to a non-technical audience.  

The competencies and design considerations outlined in this 
paper will likely need to be expanded to accommodate new 
findings, technologies, and rapidly changing social norms. 
We encourage researchers and educators in the HCI, AI, and 
learning science communities to both engage in conversation 
around the competencies and design considerations in this 
paper and use them to guide and inspire future empirical and 
design research on AI literacy. 
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