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Abstract

Improvisation—or the collective individual and social
process of interactively creating meaning together—can
be a useful lens for designing engaging human-
computer experiences. Improvisation has been
explored in the Al/computational creativity
communities, but it has yet to be incorporated in HCI
more broadly. Based on our previous research studying
and building improvisational systems, we propose a set
of improvisational knowledge types to aid developers in
incorporating improvisational techniques in human-
computer experiences and discuss implications.
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Introduction

Improvisation is a fundamental technique we use to
communicate, express ourselves, experiment, and
make sense of the world around us. We improvise when
we have conversations, when we play, and when we
cook. However, as integral as improvisation is to social
human interactions, our interactions with technology
rarely follows suit—human-computer interactions often
tend to be scripted, predictable, and driven by the user.
Contemporary Al research has begun to explore how to
use improvisation as a way of enabling computers to
interact with humans in creative domains like dance
[8], theater [7,12], drawing [4], and pretend play [3].
The question we propose in this paper is—how can
improvisational techniques be leveraged in HCI to
provide more natural and dynamic user
experiences? Or, in other words, why don’t computers
improvise with us?



Figure 1: LuminAI (formerly
ViewpointsAI), an improvisational

dance agent

Figure 2: The Robot Improv
Circus, a VR space for human-AI
prop improvisation

Figure 3: Drawing Apprentice, a
co-creative drawing agent

Improvisation is described by different researchers as a
social process with a variety of lenses (e.g. [9,11,14]).
We summarize a large body of prior work on
improvisation in the following definition: improvisation
is the collective individual and social process of
interactively creating meaning together. Prior work
suggests that improvisation is a potentially useful
metaphor for designing human-centered experiences
with technology. There has been a push in the HCI
community towards designing engaging human-
computer experiences that promote curiosity, open-
ended exploration, and diversion rather than
performing a specific utilitarian function [13]. There is
also a growing need for technologies that can easily
adapt to novel, unforeseen circumstances, as
computers are being introduced in ever-more complex
and nuanced aspects of human life. Understanding and
applying improvisational techniques to the development
of Al agents has supported more open-ended,
adaptable interactions (e.g. [4,8]), suggesting that
these same techniques could also aid designers more
broadly in designing engaging, exploratory human-
computer experiences.

Improvisation Knowledge for HCI

We propose a minimal set of knowledge types that
afford improvisational interaction between agents
based on our previous research on improvisation and
development of Al agents in theater, dance, music, and
collaborative drawing (Fig 1-3). These knowledge types
are: 1) interactively-learned, 2) tacit, 3) interactional,
and 4) transformational knowledge.

Interactively-learned knowledge points to how
authoring content or data for computing systems in
open-ended improvisation is notoriously difficult, if not

impossible. Current approaches look at how deep
learning can learn models from available data sources
(e.g. training a narrative improv agent on dialogue
from literature [10]); however, these and previous
strategies relying on hand-authoring ultimately have a
difficult time capturing the kinds of social dynamics
described above. We have explored how interactive
learning can be employed to learn actions in open-
ended spaces, such as an agent improvising with
objects it has never seen before [3,7] or learning novel
dance movements [8] (Fig 1, 2).

Tacit knowledge is the collection of behavioral
conventions and formal terminologies involved in a
particular domain. For instance, we have studied the
tacit knowledge implicit in improvisational theater,
which has led to a formal model of how actors (and
agents) can improvise the beginning of a scene, how
they find the ‘point’ of a scene, and how they establish
characters over time in a scene [2,12]. This kind of
knowledge enables an agent to perform according to
the specific conventions that are needed for improvising
within a specific domain.

Tacit knowledge can also come from existing
formalizations within the relevant creative domain. For
instance, Viewpoints and Laban movement theories are
languages that have been used for decades to formally
describe movement in dance and performance. Having
a formal language to describe interactions in an open-
ended space can provide an enormous bootstrap for
interactive learning, for clustering approaches to
learned moves, and for visualizing learned data [7].

Transformational knowledge refers to using tacit
knowledge as the language to construct rules / policies



/ trained networks that can generate new moves. For
example, a transform using the Viewpoints movement
language could take a learned example of a human
waving their hand goodbye and generate a new move
with a different tempo, duration, and shape [8] that
has structural similarities, but different temporal ones.
Analogical reasoning has been found to be another
effective method of transforming knowledge in
improvisational systems, where knowledge is generated
based on structural commonalities with authored or
learned knowledge [16].

Transformational knowledge also includes a way of
discerning ‘good’ generated moves from ‘bad ones’
[9]—and without any gold standard of ideal behavior to
compare against. For example, an agent ideally should
be able to recognize how to perform interesting and
enjoyable dance moves based on its learned data. We
contend that this can be solved with a heuristic about
what a ‘creative move’ is, which we and others have
previously defined computationally as the value,
surprise, and novelty of a thing [7]. Furthermore, one
can consider a ‘creative arc’, which is how the different
elements of creativity (value, surprise, and novelty)
ideally modulate over time (e.g. generating moves with
low surprise early in an experience and increasing over
time to highly surprising moves) [7].

Interactional knowledge encapsulates the social
decision making processes involved in improvisation.
This ultimately dictates what moves are most
appropriate at any given time. We have found across
multiple expressive domains that turn-taking is one
central component to this process [4,8]. Turn-taking
refers to the give and take of leadership in an exchange
(e.g. how two dancers dynamically negotiate

leader/follower roles through movement). This ebb and
flow of control is evident in the ways in which we
converse, dance, and design together. It is critical to
understand how to identify, participate in, and
transition between different roles related to control in
an improvisational system.

Interactional knowledge also encompasses the
participatory sensemaking process we undergo together
while co-creating [4]. The ways in which we negotiate
meaning in a shared space is crucial to how we
improvise and create together in real-time.
Improvisational moves between both creative experts
and novices improvising in everyday interactions have
their roots in basic interactional patterns like “mimicry”
or “call and response” [1,14].

Finally, the ways in which we negotiate a shared
understanding of the creative world that we are
improvising in is crucial in collaboration. The
construction of shared mental models over time is one
lens to examine this process. The shared mental model
(c.f. [5]) and common ground literatures [15] point to
a wealth of processes for how humans naturally
negotiate shared understanding during conversation
and common interactions. We argue that sensemaking
processes like these are crucial to having more
naturalistic interactions between humans and
computers.

Discussion

We have presented the kinds of formal knowledge we
have seen a need for in our prior work developing
improvisational Al systems. How could these findings
translate more broadly to human-computer interaction?
There are already inklings of improvisational behaviors



in creativity support tool research, where interfaces
augment the user’s creative process and in intelligent
user interface research, where user modeling is has
often been employed to react to the perceived user’s
mental state. Co-creativity is also increasingly
becoming a core topic in the computational creativity
community as well (c.f. [6]). We hope that by
formalizing these requirements for improvisational
human computing we can bolster further exploration of
improvisation in the HCI community.
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